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1. Introduction

Traditional BP neuronet
 slow convergence
 local-minima existence

Most practical systems have multiple inputs 

Thus, a special multi-input neuronet
equipped with weights-and-structure-
determination algorithms is needed
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3. Model and Algorithms

Before presenting such weights-and-structure-
determination (WASD) algorithms, let us test the 
following three target functions to investigate the 
relationship between the MSE (3) and the number 
of hidden-layer neurons.
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4. Numerical Study Results

Training data : [-1,1]2  , 0.06        Testing data : [-1 1]2 ,  0.029
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5. Conclusion
 In this paper, the 2-input Legendre orthogonal polynomial 

neuronet (2ILOPN) has been proposed and investigated, 
which has solidly laid a basis for further research on multi-
input neuronets. In addition, two weights-and-structure-
determination (WASD) algorithms of growing type have 
been developed to determine the optimal number of 
hidden-layer neurons and simultaneously obtain the 
weights between the hidden-layer and output-layer 
neurons directly. Numerical-study results have further 
demonstrated the efficacy of the 2ILOPN equipped with the 
two WASD algorithms on approximation, generalization 
and prediction.


